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Participants engaged in the Prisoner’s dilemma game with a partner through a computer terminal. We
define two types of partner: a perceived partner and an actual partner, and manipulated the two factors
independently. A perceived partner means a partner with whom participants imagined themselves to be
interacting; instruction given by an experimenter controls the image of the perceived partner. An actual
partner can change its behavior. In one scenario participants actually interacted with a human partner, in
another scenario their partner was either a mostly cooperating computer agent or a mostly defecting
computer agent. Three experiments were performed. The result suggested that the participants’ selection
behavior was largely influenced by the instruction given about the partner by the experimenter and not
influenced by the partner’s actual behavior. The analysis of the participants’ impressions of the partner
showed that the effect of instruction about the partner disappeared. Individual likeability for a partner
was very influenced by the partner’s behavior; as the participants incurred more defect actions from
the partner, individual likeability for the partner decreased. On the other hand, social likeability for a
partner was not so influenced by the partner’s behavior, but rather related to the participants’ own
behavior. The participants who made more defect actions rated their partner’s social likeability lower.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

In this paper, we investigate commonalities and differences in
human social responses to another human or a computer agent. In
particular, we deal with responses in situations in which there are
dilemmas. A social dilemma is defined as an individual conflict that
emerges when: (1) individuals can choose between cooperative and
non-cooperative alternatives, (2) positive benefits are gained by
persons taking non-cooperative actions, and (3) if all members of
the group select non-cooperative actions, then each individual gains
less benefit than when all members select cooperative actions
(Dawes, 1980). Such dilemma situations have been actively investi-
gated in many academic fields such as psychology, sociology, and
economics as a representative situation in which crucial features
of human social responses are observed. Social dilemmas relate to
common problems that underlie many social phenomena such as
destruction of environment, ambient pollution, development of
desertification, overhunting, protected trade, entrance examina-
tions, illegal parking, and dust pollution (Hardin, 1968).

There is a long history of studies on social dilemmas. One rep-
resentative series of laboratory studies analyzed decision making
using a dilemma task (Messick & Brewer, 1983). The most popular
ll rights reserved.
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task is the Prisoner’s dilemma game. There are two types of the
dilemma tasks. One is the ‘‘one-shot dilemma game’’ and the other
is the ‘‘iterated dilemma game’’. The latter was used in this study.
In the one-shot game, the rational choice is the defect (non-coop-
erative) action. In the iterated game, the rational action is deter-
mined by multiple complicating factors because a single action
influences the partner’s successive actions. Altruistic egoism is
identified as one principle for rational behavior in the iterative
dilemma game (Pruitt & Kimmel, 1977; Taylor, 1987) where partic-
ipants try to induce cooperative behavior from another by per-
forming cooperative actions. They establish mutual cooperation
while behaving altruistically, and try to maximize everyone’s ben-
efits. Pruitt and Kimmel (1977) proposed two criteria for inducing
mutual cooperation in the Prisoner’s dilemma game: (1) group
members notice the importance of long-term benefits by establish-
ing mutual cooperation, stopping egoistic pursuits for short-term
benefits, and (2) mutual trust appears among the group members,
confirming that the other members do not fail to cooperate.

The Tit for Tat (TFT) strategy is known to be an effective strategy
for inducing mutual cooperation where participants do whatever the
other player did in the previous trail. They cooperate when the other
cooperated and defect when the other did not. In Axelrod (1980a), a
computer tournament was held in which a total of 14 strategies were
tested. Selection rules were submitted by experts in game theory
from a variety of disciplines: psychology, political science, econom-
ics, sociology, and mathematics. The winner was TFT. A more
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thoroughgoing tournament in which 62 strategies were tested;
again showed the winner was TFT (Axelrod, 1980b). In representa-
tive situations, it has been demonstrated that when TFT strategy
is followed, mutual trust between all members emerges in the
group.

The findings above regarding the human nature of social re-
sponses to others have been accumulated mainly in social psycho-
logical studies. In the current study, we investigate, when people
face a dilemma situation, what commonalities and differences in
human social responses emerge in human–human interaction:
i.e., when the partner is a human, or in human–agent interaction:
i.e., when the partner is a computer agent.

1.1. Two types of partners

To investigate human social responses in a dilemma situation,
cognition about others is a crucial issue. Cognition about others
such as responses to others and impression formulation about oth-
ers is determined based on two different styles of processing: top-
down and bottom-up processing. The bottom-up processing means
the evidence based processing performed based on others’ actual
figures and actions. On the other hand, many social psychological
studies have indicated that human cognition about others is
greatly influenced by the top-down processing, driven by social-
ized knowledge and knowledge about others. Robust evidence sup-
porting such top-down processing: e.g., having a schema about
others (Cohen, 1981; Fiske & Taylor, 1991) or a stereotype (Dion,
1972) activates specific information processing and compensates
for insufficient information (Cantor & Mischel, 1977).

In understanding the relationship between responses to an-
other human or a computer agent, these two types of processing
are embodied by two types of partner: perceived and actual, which
are defined as critical concepts in the current study. Fig. 1 illus-
trates the experimental setting in the current study.

1.1.1. Perceived partner
A perceived partner influences the top-down processing in cog-

nition about others, and is the partner with whom participants
imagine they are interacting. This partner is represented in the par-
ticipants’ mind. Participants can believe that they are interacting
with either to a human or to a computer agent, independently of
Fig. 1. Two aspects of partner manipu
whether they are actually interacting with a human or an agent.
Instruction given from an experimenter controls the image of the
perceived partner.
1.1.2. Actual partner
An actual partner involves the bottom-up processing. An actual

partner usually changes its behavior and the information that par-
ticipants receive. An important point is that the two types of part-
ners are basically independent factors; i.e., a perceived partner in
the mind is basically independent of how an actual partner be-
haves. For example, we can imagine a case in which we believe
ourselves to be interacting with a human (perceived partner), but
his/her behavior is stylized because we actually are interacting
with a computer agent (actual partner).
1.2. Effect of perceived partner

In preceding studies, the participants’ image of the partner with
which they interacted, a human or a computer agent, was manip-
ulated by instructions from the experimenter, telling them that
their partner was a human or a computer agent. In most cases,
the actual partner was a computer agent whose behavior and re-
sponses were systematically controlled even when the participants
had been instructed that their partner was human.

Those studies indicated that participants’ responses differ
depending on the instruction about whom the partner is. In an ear-
lier attempt (Yamamoto, Matsui, Hiraki, Umeda, & Anzai, 1994),
the participants played Shiritori, a popular word game in Japan,
with a partner through a computer terminal. Shiritori is a game
played by saying a word that starts with the last syllable of the
word given by the previous player. The participants were actually
playing Shiritori with a computer program installed in a computer.
Instruction was manipulated; in one situation the participants
were informed that the partner was a computer program and in
the other situation they were informed the partner was a human
at another campus connected by the Internet. The result showed
that the degree of enjoyment of the game rated by the participants
depended on the instruction given. When the participants were in-
structed that the partner was a human, they engaged in the game
longer and felt happier while playing.
lated in the current experiment.
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In Sundar and Nass (2000), the participants were tutored through
a computer terminal. In Experiment 1, the participants were told
that their tutor was the computer in front of them or the imaginary
programmer who produced the tutoring program. Messages were
completely identical for both the conditions. A questionnaire
accessing the participants’ impressions of their tutor showed that
judgments of friendliness, playfulness, effectiveness, and style
similarity, differed depending on the instruction given about the
tutor. In Experiment 2, the participants were instructed as to
whether the partner was a computer or a person in another room
connected through the Internet. In the latter case, the actual partner
was also a computer program. The result was consistent with that in
Experiment 1. The evaluation, from three viewpoints: friendliness,
playfulness, effectiveness, was changed by the instruction given.

These results show that participants’ mental representation of a
partner, a human or computer agent, has a relatively large impact
on the pattern of interaction between the participants and their
partner.

1.3. Effect of actual partner

In Burgoon et al. (2000), participants engaged in the Desert Sur-
vival Problem. In the experiment, they were told that their partner
was a human, even though in all cases but one the partner was a
computer agent that generated monotonous responses. As a result,
the effect of the partner’s behavior revealed significant results in
the participants’ evaluation of the expertise of the partner.

Several studies did not manipulate the actual partner, but
controlled its appearances. In Gong (2008), the participants were
informed that they were interacting with an anthropomorphic com-
puter agent even when a real human face was used for the interface.
In this situation, the appearance of the partner was consistently
manipulated. The result of this study provided support for the
assumed linear relationship between the degree of anthropomor-
phism of computer representations and people’s social responses.
When facial representations on computers progressed from low-
anthropomorphism to medium-anthropomorphism to high-
anthropomorphism, and to real human images, people gave them
more positive social judgments, greater attribution of homophily,
higher competency and trustworthiness ratings, and were more
influenced by them in choices of dilemma decision-making.

In the above studies, appearance of a partner was manipulated
while the representation of the partner was fixed. However, in
most studies, the manipulation of an actual partner did not only
change the behavior nor the appearance of the partner but also
influenced the representation of the partner. For example, in Mol,
Krahmer, Maes, and Swerts (2009), the participants watched an
animation and were asked to explain the story to a partner. Ges-
tures emerging through the explanation were recorded. One of
the main results was that the participants produced a lower num-
ber of gestures when talking to the artificial agent than when talk-
ing to a human partner. In the ‘‘interaction with a human’’
condition, the participants thought that they were relating to a hu-
man, while in the ‘‘interaction with an agent’’ conditions, they be-
lieved they were interacting with a computer agent.

This type of confound design was also found in other studies
where media for communication or the appearances of a partner,
i.e., the anthropomorphic degree of a partner, were controlled. In
such studies, the factors focused on (i.e., media types or the
anthropomorphic degree) and the representation of the partner
(i.e., participants believe themselves to be interacting with a human
or a computer agent) were not independently manipulated. In
Kiesler, Waters, and Sproull (1996), the participants engaged in
the Prisoner’s dilemma game. They analyzed to what degree the
participants’ decisions were changed. As a result, especially with
the cooperative behavior, the degree of keeping to their decision
was higher when the partner was a human than when the partner
was a computer agent. Parise, Kiesler, Sproull, and Waters (1999)
in which the appearance of the partner was manipulated showed
that the participants made and kept promises to cooperate with
the human-like agent as much as they did with a human confeder-
ate. General evaluations of likability of the agent did not lead the
participants to cooperate with it.

1.4. Independent manipulation of partner

It seems that both types, i.e., the representation of a partner
constructed as a perceived partner and an actual partner, may be
essentially important to determine interaction between partici-
pants and their partner. For example, in Aharoni and Fridlund
(2007), the participants took a mock job interview through a
computer terminal. In the experiment, the participants were in-
structed on whether the partner was a human or a computer
agent, thus controlling the way the participant represented the
partner. Additionally, two experimental conditions were set up;
one case in which the participants were informed they had been
accepted for the job as a result of the interview and the other case
in which they were informed they had been rejected, thus control-
ling the actual behavior of the partner. The participants’ facial
expressions were recorded during the interview by a video cam-
era. The effect of the instruction emerged in several kinds of
expressions such as smiling and silence filling. The participants
smiled more when they were instructed that the partner was a hu-
man. On the other hand, impressions of the partner depended on
the partner’s final decision, acceptance or rejection, more than
the effect of instruction. This study implies that both factors, rep-
resentation and actual behavior, are crucial for determining inter-
action with a partner. Much evidence needs to be accumulated by
systematic experiments in which the two factors are indepen-
dently manipulated. This motivation is the starting point of the
current study.

Dehn (2000) pointed out that in many human computer inter-
action (HCI) studies multiple factors simultaneously varied be-
tween the control and experimental conditions. Therefore, it was
sometimes difficult to determine which factor causes the result.
Gong (2008) more specifically indicated five factors that are some-
times confounded in HCI studies. He indicated that there is an
essential difference between ‘‘being human-like’’ versus ‘‘actually
being human’’. This suggestion is interpreted in the context above,
that being human-like means that the representation of a partner
is not a human, but behavior of the partner is human-like. On
the other hand, actually being human means that the representa-
tion of a partner is a human.

2. Research questions and hypotheses

We aim to understand commonalities and differences of human
social responses in human–human and human–agent interaction;
and also, by independently controlling two types of partners, per-
ceived and actual, to investigate how the schema-based top-down
and evidence-based bottom-up processing in cognition about oth-
ers relates to the nature of interaction. Research questions in the
current study and related hypotheses are as follows.

2.1. Research question RQ1

RQ1: How is the participants’ strategy selection behavior
influenced by the two aspects of their partner: perceived or actual?

Hypothesis H1. Participants will be influenced to a greater degree
by the representation of the partner (perceived partner) than by
the partner’s actual behavior.
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This hypothesis comes from the preceding studies. As we men-
tioned, many studies have indicated that experimental instruction
about a partner largely impacts on participants’ behavior. There-
fore, in our case, the participants’ decision to cooperate or defect,
may differ largely, depending on whether they believe they are
interacting with a human or a computer agent.

Hypothesis H2. Participants will be influenced to a greater degree
by behavior of the partner, i.e., the partner’s selected pattern of
cooperate or defect, than by the representation of the partner
(perceived partner).

This hypothesis comes from our naïve prediction: the more the
partner defects the more the participant will choose to defect. ‘‘An
eye for an eye, a tooth for a tooth’’ may be one of the most basic
principles of human behavior.

Hypothesis H3. The influence of one aspect of a partner varies
depending on the other aspect of a partner.
2.2. Research question RQ2

RQ2: How are participants’ impressions about their partner
influenced by the two aspects of a partner: perceived or actual?

Hypothesis H4. Participants will be influenced to a greater degree
by the representation of a partner (perceived partner) than by
actual behavior.
Hypothesis H5. Participants will be influenced to a greater degree
by behavior of the partner, i.e., the partner’s selected pattern of
cooperate or defect, than by the representation of the partner (per-
ceived partner).

Two hypotheses above refer to how participants’ impressions of
a partner are determined by the two aspects of a partner. Addition-
ally, the impressions may also relate to the participants’ own
behavior. Therefore, the following query is added to RQ2: how do
the participants’ impressions about a partner relate to their own
actions to a partner?

Hypothesis H6. Participants impressions of a partner relate to
participants’ own selective actions rather than relate to the partner’s
behavior.
3. Experimental paradigm in current study

3.1. Task

In the current study, we use the Prisoner’s dilemma game in
which each participant faces two alternative actions: (1) coopera-
tion: i.e., doing a socially responsible thing and (2) defection: i.e.,
acting based on self-interest regardless how this might harm the
partner. Each participant is better off defecting regardless of the
partner’s choice, but the sum of the participants’ payoffs is maxi-
mized if both participants choose to cooperate; so a dilemma
emerges. Table 1 shows the payoff matrix used in the current study.
For example, when both participants offer cooperation, both receive
120 Yen; however, when one participant offers cooperation while
Table 1
Payoff matrix in Prisoner’s dilemma game.

B: Cooperate B: Defect

A: Cooperate A: 120 Yen/B: 120 Yen A: 0 Yen/B: 180 Yen
A: Defect A: 180 Yen/B: 0 Yen A: 60 Yen/B: 60 Yen
the other offers defection, the former receives nothing while the lat-
ter receive 180 Yen.

3.2. Experimental manipulation

3.2.1. Actual partner’s behavior
Participants repeat 11 trials in the dilemma game with a con-

trolled partner. In the game, behavior of the participant is defined
as: a selective pattern of cooperate and defect actions.

As an independent variable, the first experimental factor is
related to the actual partner’s behavior. This factor was controlled
by manipulating the partner with which participants actually
competed. Three cases were set up: (1) competition with a human
partner (w/ Human), and (2) competition with a computer agent.
The latter case was subdivided into two sub cases: (2a) competition
with an agent who uses the cooperation strategy in decision-
making (w/ C-agent), and (2b) competition with an agent who uses
the defection strategy (w/ D-agent). The C-agent offered ten cooper-
ate actions and only one defect action in the 6th trial among 11 tri-
als. The D-agent offered six cooperate actions and five defect actions
in the 2nd, 4th, 5th, 7th, and 10th trials. The first factor was manip-
ulated as follows. When competing with a human partner, each
terminal for communication was connected to the Internet, and
each participant solves the task with a partner who simultaneously
engages in this task using another Internet connected computer.
When competing with a computer agent, each participant solves
the task with the agent installed on the computer they are using.

Participants were not informed what strategy their partner
actually uses. Available information about the partner was only
the partner’s behavior. In collaboration with a computer agent,
the rate of defect actions was accurately manipulated. In the w/
Human condition, there were no such controls. Each participant
played the game with another participant without any instruction
about the strategy.

3.2.2. Perceived partner
The second factor is related to the representation of the partner

which was manipulated by instructing participants to compete with
a program installed on a computer (w/ agent) or with a human part-
ner sitting in front of another computer terminal (w/ human).

The Wizard of Oz method in the field of the development of
computer agents, in which for collecting corpus data of natural
conversations participants are guided to believe their partner is a
computer agent but the actual partner is a human, corresponds
to one condition in the current experiment (Dahlbak, Jonsson, &
Ahrenberg, 1993).
4. Structure of experiments

We conducted a total of three experiments. The standard exper-
imental procedure is as follows. The participants made 11 deci-
sions one by one. After seeing their partner’s decision in the
preceding trial, they were then required to make their next deci-
sion. Fig. 2 shows an example screen shot of the computer terminal
used in the experiment.

In the human subject condition (w/ human instruction), partic-
ipants introduced themselves face-to-face, and then moved to their
respective computer terminals. In the computer agent condition
(w/ agent instruction), participants sat in front of an assigned com-
puter terminal and immediately engaged in the task.

Table 1 shows the payoff matrix used throughout the three
experiments.

Experiment 1 is a fundamental experiment. To increase the
reality of the competitive situation in the dilemma game, the par-
ticipants were instructed that they would be actually paid based on



Fig. 2. Example screen shot of computer terminal for experiment.

Fig. 3. Rate of defect actions in participants’ decision-making.
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the payoff matrix in Table 1. After the experiment, the maximum
expense: i.e., 1980 Yen (=180 Yen/trial � 11 trials) was actually
paid to every participant. In Experiments 2 and 3, the participants
were instructed that they are playing a game with the objective to
obtain as many points as possible.

In Experiments 1 and 2, when the participants were instructed
that their partner was a human, they knew their partner’s identity
because they introduced themselves face-to-face. In Experiment 3,
the participants’ self-introduction to a partner in the initial stage of
the experiment was excluded from the experimental procedure.

After all 11 decisions were made, a questionnaire, developed by
Hayashi (1978), was completed to determine personality impres-
sions about the partner. The impressions were analyzed from
two viewpoints: social desirability, and individual likeability.

The social desirability was evaluated by five items: responsible/
undependable, tidy/careless, profound/shallow, dominant/subser-
vient, and prudent/imprudent; and the individual likeability was
evaluated by two items: lovable/hateful and friendly/unfriendly.
The participants rated each item using a 1–7 scale, with maximum
likeability (or desirability) as 7 and minimum likeability (or desir-
ability) as 1. Average scores were used for evaluation.

In the following, statistical analysis of each experiment is pre-
sented with each experimental result; and discussion about each
analysis is made as a while after the results of all three experiments.
5. Experiment 1

5.1. Participants

One hundred forty-five undergraduates participated, and were
randomly assigned to one of six conditions, in which the number
of participants in each condition was as equal as possible. The num-
bers of participants in (1) w/ human (instruction) and w/ Human
(actual partner), (2) w/ human and w/ C-agent, (3) w/ human and
w/ D-agent, (4) w/ agent and w/Human, (5) w/ agent and w/ C-agent,
and (6) w/ agent and w/ D-agent were 24, 26, 25, 26, 23, and 21,
respectively.
5.2. Result

In the following statistical analysis, proportions and percent-
ages were converted by the arcsine transformation, and .05 was
used as the level of statistical significance.
5.2.1. Selection behavior
First, to consider RQ1, we analyzed the participants’ selection

behavior. Fig. 3 summarizes the participants’ selection behavior
where the vertical axis indicates the rate of the participants’ defect
actions, and the horizontal axis indicates each experimental condi-
tion. A two (instruction) � three (actual partner) ANOVA revealed
that the main effect of instruction reached significance (F(1,139)
= 87.53, p < .01), but not the main effect of the actual partner
(F(2,139) = 1.88, n.s.). The interaction also reached significance
(F(2,139) = 4.05, p < .05). The simple main effect of instruction at
every level for the actual partner factor, w/ Human, w/
C-agent, and w/ D-agent, revealed significance (F(1,139) = 56.96,
p < .01; F(1,139) = 26.00, p < .01; F(1,139) = 12.66, p < .01). The
simple main effect of the actual partner at w/ human instruction
revealed significance (F(2,139) = 4.61, p < .05), where a Ryan’ mul-
tiple comparison analysis showed that the rate of defection was
higher at w/ D-agent than at w/ Human and w/ C-agent (MSe =
310.19, p < .05). Otherwise the simple main effect of the actual
partner at w/ agent instruction did not reach significance
(F(2,139) = 1.31, n.s.).

The analysis shows that people generally selected more defect
actions when instructed that their partner was a computer agent.
When instructed that their partner was a human, the rate of de-
fect actions decreased; and they selected more defect actions
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when competing with a partner who selected more defect actions
than when competing with a partner who selected fewer defect
actions.

5.2.2. Impressions about the partner caused by the partner’s behavior
Fig. 4 shows the participants’ impressions about their partner

where the vertical axis indicates the average score of the partici-
pants’ rating, and the horizontal axis indicates each experimental
condition. For individual likeability about a partner, a two (instruc-
tion) � three (actual partner) ANOVA revealed that the main effect
of instruction and the actual partner reached significance
(F(1,132) = 17.07, p < .01; F(2,132) = 13.53, p < .01). The interaction
also reached significance (F(2,132) = 11.54, p < .01). The simple
main effect of instruction at w/ Human as the actual partner
revealed significance (F(1,132) = 39.77, p < .01), but not at w/ C-
agent (F(1,132) = 0.13, n.s.) and at w/ D-agent (F(1,132) = 0.24,
n.s.). The simple main effects of the actual partner at both levels
of instruction, w/ human and w/ agent, revealed significance
(F(2,132) = 10.48, p < .01; F(2,132) = 14.59, p < .01), where a Ryan’s
multiple comparison analysis showed that the rate of defection
was higher at w/ Human and w/ C-agent than at w/ D-agent
(MSe = 183.18, p < .05) when instructed that the partner was hu-
man, and higher at w/ C-agent than at w/ Human and w/ D-agent
(MSe = 183.18, p < .05) when instructed that the partner was an
agent respectively. For social desirability about a partner, a two
(instruction) � three (actual partner) ANOVA revealed that both
the main effects of instruction and the actual partner reached sig-
nificance (F(1,132) = 23.50, p < .01; F(2,132) = 3.27, p < .05). The
(a) Individual likeability

Fig. 4. Average score of participants’ impressions ab

(a) Individual likeability

Fig. 5. Average score of participants’ impressions of partner as function
interaction also reached significance (F(2,132) = 6.07, p < .01). The
simple main effects of instruction at w/ Human and w/ C-agent re-
vealed significance (F(1,132) = 27.86, p < .01; F(1,132) = 7.67,
p < .01), but not at w/ D-agent (F(1,132) = 0.12, n.s.). The simple
main effect of the actual partner at w/ human instruction was also
significant (F(2,132) = 9.05, p < .01), where a Ryan’s multiple com-
parison analysis showed that the rate of social desirability was
higher at w/ Human than at w/ C-agent and w/ D-agent
(MSe = 79.76, p < .05), but the difference between at w/ C-agent
and at w/ D-agent was not found (MSe = 79.76, p < .05).

5.2.3. Impressions of the partner caused by participants’ own behavior
To investigate RQ2 about how participants’ impressions about

their partner relate to their own actions. The participants were di-
vided to two groups. We calculated the average number of the par-
ticipants’ defect actions across the experimental conditions. Those
who offered more defect actions than the average were categorized
as a high defect group; those who offered less were categorized as
a low defect group. Fig. 5 shows the participants’ impressions of a
partner where the vertical axis indicates the average score of the
participants’ rating, and the horizontal axis indicates each of the
low and high defect groups. A two (instruction) � two (partici-
pants’ action) ANOVA revealed that the main effect of instruction
for individual likeability of a partner reached significance
(F(1,134) = 12.74, p < .01), but the main effect of the participants’
action did not (F(1,134) = 0.00, n.s.). The interaction also reached
significance (F(1,134) = 5.75, p < .05). There was a simple main ef-
fect of instruction at the low defect group (F(1,134) = 17.80,
(b) Social desirability

out partner as function of experimental setting.

(b) Social desirability

of participants’ selection behavior, i.e., low and high defect actions.



Fig. 6. Rate of defect actions in participants’ decision-making.
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p < .01), but the simple main effect at the high defect group was not
found (F(1,134) = 0.68, n.s.). None of simple main effects of the
participants’ action at any level of the instruction factor were
found (F(1,134) = 3.04, n.s., F(1,134) = 2.72, n.s.). For social
desirability about a partner, a two (instruction) � two (partici-
pants’ action) ANOVA revealed that both the main effects of
instruction and the participants’ action reached significance
(F(1,134) = 22.54, p < .01; F(1,134) = 18.95, p < .01). There was no
significant interaction (F(1,134) = 0.23, n.s.).

6. Experiment 2

Four experimental conditions were set up, excluding the two
conditions in which the actual partner was a human (w/ Human
condition) from the six conditions performed in Experiment 1.

6.1. Participants

Sixty-six undergraduates participated in the experiment. They
were randomly assigned to one of the four conditions, in which
the number of participants in each condition was as equal as pos-
sible. As a result, the numbers of participants in (1) w/ human
(instruction) and w/ C-agent (actual partner), (2) w/ human and
w/ D-agent, (3) w/ agent and w/ C-agent, and (4) w/ agent and
w/ D-agent were 16, 16, 18, and 16, respectively.

6.2. Result

6.2.1. Selection behavior
Fig. 6 shows the participants’ selection behavior where the ver-

tical axis indicates the rate of the participants’ defect actions, and
the horizontal axis indicates each experimental condition. A two
(instruction) � two (actual partner) ANOVA revealed that the main
effect of instruction reached significance (F(1,62) = 18.04, p < .01),
but neither the main effect of the actual partner nor the interaction
was found (F(1,62) = 0.34, n.s.; F(1,62) = 0.49, n.s.).

Consistent to the result of Experiment 1, the participants se-
lected more defect actions when instructed that their partner
was a computer agent.

6.2.2. Impressions about the partner caused by the partner’s behavior
Fig. 7 shows the participants’ impressions about their partner

where the vertical axis indicates the average score of the partici-
pants’ rating, and the horizontal axis indicates each experimental
condition. A two (instruction) � two (actual partner) ANOVA re-
vealed that the main effect of an actual partner on individual like-
ability for a partner reached significance (F(1,62) = 22.48, p < .01),
(a) Individual likeability

Fig. 7. Average score of participants’ impressions abo
but the main effect of instruction did not (F(1,62) = 1.88, n.s.). The
interaction also reached significance (F(1,62) = 4.74, p < .05). The
simple main effect of instruction at w/ D-agent revealed significance
(F(1,62) = 6.30, p < .05), but not at w/ C-agent (F(1,62) = 0.32, n.s.).
The simple main effect of the actual partner at w/ agent instruction
revealed significance (F(1,62) = 23.93, p < .01), but not at w/ human
instruction (F(1,62) = 3.29, n.s.). For social desirability for a partner,
a two (instruction) � two (actual partner) ANOVA revealed that the
main effect of instruction reached significance (F(1,62) = 9.28,
p < .01), but the main effect of the actual partner did not (F(1,62)
= 0.14, n.s.). The interaction was not significant (F(1,62) = 1.19, n.s.).
6.2.3. Impressions of partner caused by the participants’ own behavior
Fig. 8 shows the participants’ impressions about their partner

where the vertical axis indicates the average score of the partici-
pants’ rating, and the horizontal axis indicates each of the low
and high defect groups. A two (instruction) � two (participants’
actions) ANOVA revealed that neither the main effect of instruction
nor of the participants’ action for individual likeability about a
partner reached significance (F(1,62) = 0.86, n.s.; F(1,62) = 0.92,
n.s.). There was no significant interaction (F(1,62) = 1.04, n.s.).
For social desirability about a partner, a two (instruction) � two
(participants’ action) ANOVA revealed that the main effect of
instruction reached significance (F(1,62) = 10.34, p < .01). The main
effect of the participants’ action did not reach significance
(F(1,62) = 2.35, n.s.). The interaction also reached significance
(F(1,62) = 4.31, p < .05). The simple main effect of instruction at
the high defect group was significant (F(1,62) = 14.00, p < .01),
but the simple main effect at the low defect group was not found
(b) Social desirability

ut partner as a function of experimental setting.



(a) Individual likeability (b) Social desirability

Fig. 8. Average score for participants’ impressions of partner as a function of participants’ selection behavior, i.e., low and high defect actions.

Fig. 9. Rate of defect actions in participants’ decision-making.
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(F(1,62) = 0.65, n.s.). The simple main effect of the participants’
action at w/ agent instruction reached significance (F(1,62)
= 6.52, p < .05), but not at w/ human instruction (F(1,62) = 0.15,
n.s.).

7. Experiment 3

Participants’ selection behavior may be crucially influenced
depending on whether or not the participants know a partner’s per-
sonal identity. For example, Lee and Nass (2002) investigated how
the decisions of each participant were influenced by decisions of
other members of a group. Result showed that the participants fol-
lowed the opinions of the other members when they were in-
structed that the other group members were humans than when
instructed they were computer agents. Additionally, in this study,
such a group conformity effect on participants’ decisions was inves-
tigated, comparing two situations: the public compliance condition
in which each personal opinion was exposed to the other members
and the private conformity condition in which each opinion was not
exposed. In the former case, the conformity effect differed depend-
ing on the instruction, but did not differ in the latter case. The result
implies that in our experiments, the instruction effect may disap-
pear when the participant giving the responses is not identifiable,
i.e., the identity of who selects the decision is not exposed.
Throughout Experiments 1 and 2, the instruction effect was consis-
tently confirmed, but may not be replicated in situations in which
personal identity is not revealed. The participants in Experiment 3
did not know who their partner was even though they believed
themselves to be interacting with an anonymous person.

7.1. Participants

Eighty-three undergraduates participated in the experiment.
They were randomly assigned to one of four conditions, in which
the number of participants in each condition was as equal as pos-
sible. As a result, the numbers of participants in (1) w/ human
(instruction) and w/ C-agent (actual partner), (2) w/ human and
w/ D-agent, (3) w/ agent and w/ C-agent, and (4) w/ agent and
w/ D-agent were 24, 20, 19, and 20, respectively.

7.2. Result

7.2.1. Selection behavior
Fig. 9 shows the participants’ selection behavior where the ver-

tical axis indicates the rate of the participants’ defect actions, and
the horizontal axis indicates each experimental condition. A two
(instruction) � two (actual partner) ANOVA revealed that the main
effect of instruction reached significance (F(1,79) = 19.02, p < .01),
but neither the main effect of the actual partner nor the interaction
reached significance (F(1,79) = 3.33, n.s., F(1,79) = 0.24, n.s.). The
participants selected more defect actions when informed that their
partner was a computer agent.

Consistent to the results of Experiments 1 and 2, the partici-
pants selected more defect actions when instructed that their part-
ner was a computer agent.

7.2.2. Impressions of the partner caused by partner’s behavior
Fig. 10 shows the participants’ impressions of their partner

where the vertical axis indicates the average score of the partici-
pants’ rating, and the horizontal axis indicates each experimental
condition. A two (instruction) � two (actual partner) ANOVA re-
vealed that the main effect of the actual partner on individual like-
ability for a partner reached significance (F(1,79) = 10.22, p < .01).
Neither the main effect of instruction nor the interaction reached
significance (F(1,79) = 0.00, n.s.; F(1,79) = 0.02, n.s.). For social
desirability for a partner, a two (instruction) � two (actual partner)
ANOVA revealed that the main effect of the actual partner also
reached significance (F(1,79) = 4.26, p < .05). Neither the main ef-
fect of instruction nor the interaction reached significance
(F(1,79) = 1.27, n.s.; F(1,79) = 0.03, n.s.).

7.2.3. Impressions of a partner caused by the participants’ own
behavior

Fig. 11 shows the participants’ impressions of a partner where
the vertical axis indicates the average score of the participants’



(a) Individual likeability (b) Social desirability

Fig. 10. Average score for participants’ impressions of partner as a function of experimental setting.

(a) Individual likeability (b) Social desirability

Fig. 11. Average score for participants’ impressions of partner as a function of participants’ selection behavior, i.e., low and high defect actions.
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rating, and the horizontal axis indicates each of the low and high
defect groups. A two (instruction) � two (participants’ action)
ANOVA revealed that neither the main effect of instruction nor
the participants’ action for individual likeability for a partner
reached significance (F(1,79) = 0.12, n.s.; F(1,79) = 2.05, n.s.). There
was no significant interaction (F(1,79) = 0.95, n.s.). For social desir-
ability for a partner, a two (instruction) � two (participants’ action)
ANOVA revealed that the main effect of the participants’ action
reached significance (F(1,79) = 8.46, p < .01). But neither the main
effect of instruction nor the interaction reached significance
(F(1,79) = 0.89, n.s.; F(1,79) = 2.42, n.s.).

8. Summary of experiments

One series of human computer interaction studies that have had
a large impact on the related academic society are the Media Equa-
tion studies (Reeves & Nass, 1996). The research paradigm of the
Media Equation studies is as follows (Nass & Moon, 2000). First,
researchers focused on experimental situations from past social
psychological studies in which the nature of human–human inter-
action had been investigated. Then they replicate almost the same
situations but have participants interact with a computer agent in-
stead. They observe whether the participants’ responses to the
agent are identical to the responses to a human by analyzing the
participants’ behavior and evaluating the participants’ impressions
of their partner. Those studies have generally supported the idea
that human beings often relate to computers just as they do to
other human beings in a variety of domains such as politeness
(Nass, Moon, & Carney, 1999), reciprocity (Fogg & Nass, 1997),
personality (Moon & Nass, 1996), in-group/out-group differences
(Nass, Fogg, & Moon, 1996), and ethnicity (Nass, Isbister, & Lee,
2001). In the experiments performed based on the Media Equation
research paradigm, no control condition as a baseline for compar-
ison was set up. In our experiment, we set up a control condition in
which human–human interaction was observed; and directly com-
pared participants’ responses to a computer agent with those in
the control condition. The Media Equation studies had stressed
the equality of interaction with a computer agent to that with a hu-
man; however, the results in the direct comparison experiments
showed that there were relatively big differences between the re-
sponses to a human and to a computer agent.

Table 2 shows the summary of the results of three experiments,
indicating the impacts of two aspects of a partner on participants’
selection behavior and impressions about the partner. In the table,
‘‘O’’ means a main effect of a focused factor, or simple main effects
of a focused factor at every level of the other factor when the inter-
action reached significance, ‘‘o’’ means a simple main effect of a fo-
cused factor at a single level of the other factor when the
interaction reached significance, and ‘‘X’’ means no effect. Note
that in Experiment 1 we set up three conditions as the factor of
the actual partner; but two among the three conditions, the w/
C-agent and w/ D-agent conditions, are only considered for analy-
sis because we focus on the influence of the partner’s selection
behavior. In the two conditions above, the partner’s behavior was
systematically manipulated; however, in the w/ Human condition,
the behavior of the partner was not controlled.

The overall result shows that for RQ1, referring to participants’
selection behavior, the effect of instruction (the representation of a



Table 2
Summary of results of three experiments: O shows main effect, o shows simple main effect at a single level, and X shows that no effect was found.

Instruction � partner’s behavior ANOVA Instruction � participant’s behavior ANOVA

Instruction (perceived) Partner’s behavior (actual) Instruction (perceived) Participant’s behavior

Selective behavior
Experiment 1 O o – –
Experiment 2 O X – –
Experiment 3 O X – –

Impressions: Individual desirability
Experiment 1 X O o X
Experiment 2 o o X X
Experiment 3 X O X X

Impressions: Social desirability
Experiment 1 o X O O
Experiment 2 O X o o
Experiment 3 X O X O
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partner) is dominant rather than the effect of the actual partner’s
behavior. Therefore, Hypothesis H1 that participants are influenced
to a greater degree by the representation of the partner (perceived
partner) is confirmed but H2 that participants will be influenced to
a greater degree by behavior of the partner (actual behavior) is not
confirmed. Only in Experiment 1, the simple main effect of the ac-
tual partner factor when instructed that the partner was human
reached significance but it did not when instructed that the partner
was an agent. However, this instruction effect is generally very
strong and therefore is seldom influenced by, and almost indepen-
dent of, the actual partner’s behavior. Therefore, Hypothesis H3
that the influence of one aspect of a partner varies depending on
the other aspect of a partner is not confirmed.

In RQ2, the effect of instruction on participants’ impressions
about a partner is minimal. In six of the twelve cases, there was
no effect of instruction on participants’ impressions about a
partner. The main effect of instruction was only confirmed in
two of the twelve cases. This means that in RQ2, Hypothesis H4
is not confirmed. However, in terms of individual likeability, there
were consistent effects of the factor of an actual partner’s behavior,
supporting Hypothesis H5 in RQ2. The more the partner defected
against the participants the less the participant felt individual
likeability for the partner. On the other hand, for social desirability,
there were consistent effects of the participants’ own behavior.
Participants who selected more defect actions against a partner
rated the partner low on social desirability. This means that from
the viewpoint of the social desirability Hypothesis H6 is confirmed.
9. Discussion and conclusions

9.1. Social responses in dilemma situation

The three experiments consistently showed that when in-
structed that the partner was a computer agent, the rate of defect
actions increased. As mentioned in the introduction, in the itera-
tive dilemma game, the altruistic egoism behavior is often
observed. The increase of defect actions when instructed to inter-
act with a computer agent implies that the altruistic egoism behav-
ior appears only when a partner is a human; and such behavior is
inhibited when a partner is a computer agent. Additionally, this
change of selection strategy is brought about by the representation
of the partner, rather than the actual behavior of the partner. This
change may be due to two reasons. One is that the altruistic behav-
ior is inhibited because the participants may feel distrust for the
non-human partner. The participants may fear that the non-human
partner might repeat defect responses consistently even if they of-
fer cooperative actions to the partner. The other is the participants’
underestimation of the non-human partner’s ability to produce
adaptive responses. The participants may think that the computer
agent may not be equipped with intelligent functions to respond
adaptively to the participants’ selection. They may hope that a
computer agent as a partner may not respond to them with defect
actions even if the participants themselves repeat defect actions;
they may expect not to fall into mutual distrust.

The TFT strategy is effective for maximizing the benefits under
such an uncertain situation. Therefore, we analyzed the rate of the
participants’ selections made according to the TFT strategy (see
Fig. 12). In Experiment 1, a two (instruction) � three (actual part-
ner) ANOVA revealed that the main effect of instruction and an
actual partner reached significance (F(1,139) = 24.99, p < .01;
F(2,139) = 7.04, p < .01). The interaction also reached significance
(F(2,139) = 5.91, p < .01). The simple main effects of instruction at
w/ Human and w/C-Agent actual partner (F(1,139) = 7.26, p < .01;
F(1,139) = 29.23, p < .01) were significant, but the simple main
effect at w/ D-Agent actual partner was not found (F(1,139)
= 0.31, n.s.). The simple main effects of the actual partner at both
levels of instruction, w/ Human and w/ Agent, revealed significance
(F(2,139) = 5.11 p < .01; F(2,139) = 7.84, p < .01), where a Ryan’s
multiple comparison analysis showed that the rate of usage of
TFT was higher at w/Human than at /w D-Agent when instructed
the partner was human (MSe = 160.29, p < .05), and higher at w/
Human and w/ D-Agent than at w/ C-Agent when instructed the
partner was an agent (MSe = 160.29, p < .05). In Experiment 2, the
same ANOVA revealed that the main effect of instruction revealed
significance (F(1,62) = 4.24, p < .05), but the main effect of an ac-
tual partner did not (F(1,62) = 1.95, n.s.). The interaction also
reached significance (F(1,62) = 6.97, p < .05). The simple main ef-
fect of instruction at w/ C-Agent revealed significance
(F(1,62) = 11.05, p < .01), but not at w/ D-Agent (F(1,62) = 0.17,
n.s.). The simple main effect of an actual partner at w/ Agent
instruction revealed significance (F(1,62) = 8.15, p < .01), but not
at w/ Human instruction (F(1,62) = 0.78, n.s.). In Experiment 3,
the same ANOVA revealed that the main effect of instruction re-
vealed significance (F(1,79) = 6.60, p < .05), but the main effect of
an actual partner did not (F(1,79) = 0.22, n.s.). The interaction also
reached significance (F(1,79) = 6.48, p < .05). The simple main ef-
fect of instruction at w/ C-Agent revealed significance
(F(1,79) = 13.07, p < .01), but not at w/ D-Agent (F(1,79) = 0.00,
n.s.). The simple main effect of an actual partner at w/ Agent
instruction revealed significance (F(1,79) = 4.53, p < .05), but not
at w/ Human instruction (F(1,79) = 2.17, n.s.).

The three experiments consistently showed that when in-
structed that the partner was a human, the change of actual part-
ner’s behavior across the C-agent and D-agent conditions did not
influence the rate of the participants’ TFT usage. On the other hand,
when instructed to interact with a computer agent, the rate of TFT
usage decreased in the C-agent condition compared to in the



(a) Experiment 1 (b) Experiment 2

(c) Experiment 3

Fig. 12. Rate of participants’ usage of TFT strategy for selection.
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D-agent condition. This happened because the participants repeat-
edly responded with defect actions when the partner continuously
made cooperative actions in the C-agent condition. The above anal-
ysis implies that the altruistic egoism strategy emerges only in
human–human interaction; but in human–agent interaction par-
ticipants sometimes repeat defect actions after noticing that the
partner does not respond to their defect actions with defect
actions.

Basically, when the participants believed they were interacting
with a human partner, they tended to select more cooperate
actions even in a one-shot dilemma game. For example, Kiyonari
et al. studied a one-shot Prisoner’s dilemma game (Kiyonari,
Tanida, & Yamagishi, 2000) where the optimal (points-maximiz-
ing) strategy was simply defection. The situation was very realistic
because participants were given real money, and the amount of
which was based on the one time selection. Moreover, each of
the pair of participants did not face the other. The result showed
that even in such a situation, people generally prefer cooperative
actions to defect actions. This finding suggests that people prefer
cooperation to defection; it is a very strong and fundamental nat-
ure of human behavior when working with other humans. On the
other hand, in our experiment, the simple instruction that a part-
ner is a computer agent caused our participants largely shift their
behavior to offer defect actions.

9.2. Partner impressions

Participants’ impressions of likeability were higher when they
related to a partner who selected fewer defect actions. Their
impressions of social desirability were influenced more by the par-
ticipants’ own behavior than by the partner’s behavior. The partic-
ipants who selected many defect actions against a partner rated
social desirability of the partner lower. Kelley and Stahelski
(1970) pointed out that cognition about others substantially differs
between cooperative persons who prefer cooperative actions and
non-cooperative persons who prefer defect actions. They con-
firmed that the latter persons tend to think that the partner is also
a non-cooperative person. Similarly, in our experiments, the non-
cooperative persons who made many defect actions rated the part-
ner’s social desirability lower.

This characteristic may also be interpreted as a kind of cognitive
dissonance behavior. The participants may justify their defect ac-
tions by reducing a partner’s social desirability (Festinger, 1957),
canceling their inner cognitive dissonance. We should note that
this tendency was confirmed not to depend on an experimenter’s
instruction. Participants’ own behavior consistently affected their
impressions of social desirability about the partner in both w/ hu-
man and w/ agent instruction conditions, meaning that the partic-
ipants tried to justify their defect actions not only when interacting
with a human but also when interacting with a computer agent.

9.3. Nature of experimental tasks

In our experiments, the Prisoner’s dilemma game was used as
an experimental task. Are the findings observed in the current
experiments also confirmed when other tasks are used? The exper-
iments in Miwa, Baba, and Terai (2005) and Miwa and Terai (2006)
were performed based on the same research paradigm as in the
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current study, but using a rule discovery task, Wason’s 2-4-6 task,
which is widely used in laboratory studies on human scientific dis-
covery (Wason, 1960). In the study, hypothesis-testing behavior
was investigated. It is well known that human hypothesis-testing
has a positive test bias, a strong tendency that positive instances
consistent with a formed hypothesis are employed for testing the
hypothesis (Klayman & Ha, 1987).

The first experiment showed that the participants’ hypothesis
testing behavior is largely influenced by an actual partner’s behavior
but not by instruction. The rate of using positive instances in hypoth-
esis-testing was consistent regardless of whether they believe their
partner is a human or a computer agent. The second experiment
dealt with reciprocity behavior, one of the representative principles
widely observed in human behavior: people give a lot of information
to a partner when they receive a lot of information from the partner.
The statistical analysis showed that on contribution to a partner, the
main effect of instruction did not appear but the interaction of
instruction (human or computer agent) and the amount of received
information reached significance. When instructed that their part-
ner was a human, the participants gave a lot of information about
a hypothesis to a partner from whom they received a lot of informa-
tion. On the contrary, when instructed that their interaction was
with a computer agent, this tendency disappeared. In the current
experiment with the Prisoner’s dilemma game, a strong main effect
of instruction emerged in participants’ selection behavior.

It seems that the degree of sociality behind the participants’
behavior increases in the order of hypothesis-testing, reciprocity
behavior in problem solving tasks such as Wason’s 2-4-6 task,
and selection behavior in the dilemma game in which complex fac-
tors of social interaction influence the participants’ behavior. The
above results indicate that the differences in responses to humans
and computer agents become salient in situations where sociality
is largely required.
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